The Arista 7500E Modular Data Center Switch

In this Lippis test report, we review the Arista 7500E, and drawing from our experience testing/evaluating numerous switches from companies throughout the industry, Arista’s 7500E is positioned to solidly address the scale and density issues that plague the modern data center. In terms of performance, the 7500E boasts line rate throughput at 10/40/100GbE densities and deep packet buffers not available from other suppliers. Arista’s motto seems to be “in standards we trust” as its key two-tier architecture protocols are L2 Multi-Chassis Link Aggregation (MLAG) and L3 Equal Cost MultiPath (ECMP) with Virtual eXtensible LAN (VXLAN) for network virtualization support.

The 7500E is the second generation of the 7500 Series, and provides backwards compatibility with the first generation linecards, management modules and fabrics providing investment protection for a system that scales from 10Tbps in the first generation to over 30Tbps in the 7500E Series. According to Arista, Investment protection ensures customers can upgrade in place and take advantage of the expanded series of linecards, performance and deeper buffers.

Its engineers designed the 7500E with the deepest buffers in data center switches to manage congestion and deliver consistently low latency under load. The 7500E has a revolutionary design, utilizing integrated optics that enables the industry’s highest density triple speed 10/40/100GbE system that dramatically cuts down cost per port. At 4 watts per 10GbE port, the 7500E consumes less power than a Christmas tree light bulb on a 10GbE/port basis. Economically, the 7500E boasts 10GbE ports being half of current prices with its 40/100GbE ports setting a new low-cost standard. With these huge improvements in deterministic performance, system density and economics, Arista is enabling the era of cloud networking data centers with the power to create massively scalable networks, ranging from 100s to 100,000s of wire-speed 10GbE+ interfaces, that can run modern data center applications, such as big data/Hadoop, mass virtualization, SDN, large-scale Web and high performance compute (HPC).
The 7500E design offers a superior internal fabric architecture that is cell-based, rather than hashing-based. As a result, the switch can handle all workloads in a modern data center, irrespective of traffic flows and even under failure such as a failed fabric module. This enables the 7500E to build an application-agnostic Universal Cloud Network. Packets are stored on the ingress ports in Virtual Output Queues (VOQ) with associated deep packet buffers. Once the egress port is ready to send data, packets are sent from ingress port to egress port through the internal fabric—in essence, a credit-based, scheduled fabric architecture. Typically, these high-end attributes result in compromised port density, but its the combination of the 7500E’s architectural benefits and industry-leading port density that makes the Arista 7500E stand out.

Key highlights of the Arista 7500E are:

- One of highest density spine switches in the industry – 1,152x10G, 288x40G, 96x100G in 11RU
- Scalable architecture for all applications: cell-based fabric, Virtual Output Queues (VOQ), deep packet buffers (125 msec per port which scales across port speeds 10G-40G-100G) (125MB/10G, 500MB/40G, 2GB/100G) by default and 144 GB per chassis.
- 64-way ECMP for large-scale Layer 3 designs
- Active/Active, standards-based MLAG with up to 64 ports per LAG
- VXLAN support for multi-tenant virtualized designs
- Front-to-rear airflow, and power efficient 10/40/100GbE
- Integrated, cost effective, 100GbE optics
- High quality, with measured MTBF of over 250,000 hours
- Redundant and hot-swappable fabric modules, power supplies and supervisors plus N+1 redundant fans. Failure of a fabric does not result in loss of forwarding capacity, unlike switches of similar density.

According to Arista, the 7500E sports switching capacity of 30 Tb per second to support port densities of 1,152 10GbE ports, 288 40GbE ports or 96 100GbE ports. The Arista 7500E has an impressive 256K entry table for IPv4 / IPv6 Host Routes, MAC addresses and ARP tables, which are huge and can support the highest of highly virtualized environments. As with the previous 7500 Series modular switch generation, the 7500E is a family of modular switches available in both four-slot (7 RU) and eight-slot (11 RU) form factors, which are now able to support an unprecedented range of line card options. The 7500E boasts a range of 4 different line card options to provide interface flexibility plus mix and match agility.
The 7500E runs on Arista’s Extensible Operating System (EOS), a foundational element of Arista’s Software-Defined Cloud Networking (SDCN), unifying the network infrastructure and enabling it to interact with other applications in the data center. Ubiquitous workload mobility, a powerful programmable operating system and visibility are the hallmarks of Arista’s unified data center design. Leveraging open standards, Arista can connect 100,000+ hosts/servers in a resilient and scalable topology, leveraging MLAG and ECMP.

<table>
<thead>
<tr>
<th>Functionality</th>
<th>EOS Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automation</td>
<td>ZTP, Chef, Puppet, Ansible, Smart Systems Upgrade</td>
</tr>
<tr>
<td>Extensibility and Programmability</td>
<td>Linux, eAPIs (JSON), Python, XMPP, Advanced Event Manager, SqlLite Databases</td>
</tr>
<tr>
<td>Application and Network Visibility</td>
<td>MapReduce Tracer, VMTracer, PathTracer, Health Tracer, Latency Analyzer</td>
</tr>
<tr>
<td>Network Telemetry</td>
<td>DANZ, sFlow, Splunk Forwarder, Time Stamping</td>
</tr>
<tr>
<td>Network Virtualization</td>
<td>VxLAN, L2/L3 Gateway Services integration, VM Tracer for VxLAN</td>
</tr>
<tr>
<td>Controller Integration</td>
<td>NSX, vCenter, Openflow, Openstack</td>
</tr>
</tbody>
</table>

Arista Networks EOS provides a differentiated feature set that allows for dynamic zero touch provisioning/replacement (ZTP/ZTR) and real-time streaming network telemetry (LANZ+/sFlow and forwarding to partners like Splunk/ExtraHop). In addition, an onboard database tracks all changes to the forwarding state of the data plane, plus powerful aggregation tools allow easy connectivity of analytics tools. Arista enables network-wide virtualization through VXLAN, offers a fully programmable JSON-based API, and integrates natively with VMware vSphere, Microsoft Object Management Infrastructure (OMI), OpenStack, OpenFlow and other leading provisioning, orchestration and automation platforms to streamline IT operations.

Further, the Arista eAPI leverages industry standard protocols to allow NetOps to send requests to the 7500E and receive structured data in return, which enables integration of EOS with leading orchestration and provisioning tools plus applications. Lastly, the 7500E supports the ability to integrate tightly with backend management systems and other elements of the data center architecture with its smart system upgrade functionality.

While the new features of the Arista 7500E chassis offer countless configuration options, we have run exhaustive tests of the chassis’ core competencies in switching latency, throughput, congestion, power consumption and IP multicast to ensure it can perform at the high level that Arista states. What we found is that the Arista 7500E is the most powerful Layer 2 plus Layer 3 data center core switch on the market as of this writing.
Arista 7500E Test Configuration

Only one other data center switch has ever been tested at full 288 40GbE ports, which forced Ixia engineers to design a new approach to test at this scale. To test the Arista 7500E, we connected 288 40GbE ports to three Ixia XG12 High Performance Chassis running its IxOS 6.50 operating system and IxNetwork 7.10 test script suite. To deliver 288 40GbE ports to the Arista 7500E, an Ixia CXP port capable of supplying 120Gbps of network traffic was split into three 40GbE QSFP+ ports. This was accomplished via the Ixia Xcellon-Multis XM40GE12 QSFP+FAN 40GE Load Modules, which support four CXP ports. Eight Ixia Xcellon-Multis load modules populated each XG12 chassis, delivering 96 40GbE streams of line rate traffic. Three XG12s populated with 96 40GbE each delivered 288 40GbE of line rate traffic flow into the Arista 7500E spine switch at varying packet sizes.

The Arista 7500E’s 288 40GbE ports were connected via Ixia Multis CXP-to-3-40GE QSFP Active Optical Cable (AOC). The optical wavelength was 850NM, and 3-meter optical cables connected the test gear and the Arista 7500E. The Ixia modules connected to the Arista 7500E via its DCS-7500E-36Q-LC 40GbE line cards that support 36 40GbE QSFP+ ports. Lastly, the Arista 7500E ran its EOS 4.12.6 operating system.
Arista 7500E Modular Data Center Switch

To fully stress the Arista 7500E, we ran RFC 2544 latency and throughput tests on the Arista 7500E, both fully populated at 288 40GbE and 240 40GbE, to understand its line rate or wirespeed throughpout capacity levels. These tests were run at both L2 and L3 demonstrating the applicability to large scale cloud environments regardless of topology. The first test was configured in a fully populated 288 40GbE or 1152 10GbE equivalent ports, while the second test was configured for 240 40GbE or 960 10GbE ports. We also tested the Arista 7500 for congestion, IP multicast, power consumption and cloud simulation.

We conducted additional tests to understand the effectiveness of its VOQ buffer architecture, hashing algorithm in a 64-way ECMP configuration and 100GbE line card performance. The following details Lippis test results.

The Arista 7500E spine switch was tested across 288 ports of 40GbE in this test at both 50% and 100% of line rate to provide a wide picture of its performance capabilities. At 50% of line rate, the 7500E produced average latency that ranged from a low of 3.5 microseconds (3549.46 ns) to a high of 4.5 microseconds (4477.614 ns) for L2 traffic forwarding across 64 to 9216 byte size packets measured in store-and-forward mode. At 100% of line rate, the 7500E produced average latency that ranged from a low of 3.3 microseconds (3306.29 ns) to a high of 9.1 microseconds (9117.63 ns) for L2 traffic forwarding across 64 and 9216 byte size packets measured in store-and-forward mode. The 7500E demonstrated one
of the lowest latency results for a spine switch that we have observed in these Lippis/Ixia test. At 100% line rate, its average delay variation ranged between 1 and 8 ns, providing competitive and consistent latency across all packet sizes at full line rate—a comforting result given the 7500E’s design focus on high throughput and low latency critical to cloud networking environments.

During the L3 unicast latency test at 50% line rate populated with 288 40GbE, the Arista 7500E produced average layer 3 store-and-forward latency ranging from a low of 3.5 microseconds (3549.86 ns) to a high of 4.5 microseconds (4477.21 ns) across 64 to 9216 byte size packets. At 100% line rate populated with 288 40GbE, the Arista 7500E produced average L3 unicast store-and-forward latency ranging from a low of 3.3 microseconds (3309.26 ns) to a high of 8.9 microseconds (8961.48 ns) across 64 to 9216 byte size packets. The average delay variation at 100% of line rate ranged between 1 to 11 ns, providing consistent latency across all packet sizes at line rate.
The Arista 7500E spine switch was also tested across 240 ports of 40GbE at 50% and 100% of line rate. At 50% of line rate, the 7500E produced average latency that ranged from a low of 3.5 microseconds (3489.40 ns) to a high of 4.5 microseconds (4460.14 ns) for L2 traffic forwarding across 64 and 9216 byte size packets measured in store-and-forward mode. At 100% of line rate, the 7500E produced average latency that ranged from a low of 3.6 microseconds (3676.15 ns) to a high of 7.4 microseconds (7437.62 ns) for L2 traffic forwarding across 64 and 9216 byte size packets, respectively, measured in store-and-forward mode. At 100% of line rate, the 7500E tested in the 240 40GbE configuration demonstrated lower and more consistent latency than in the 100% line rate 288 40GbE configuration and still one of the lowest latency results for a spine switch that we have observed in these Lippis/Ixia test. Its average delay variation ranged between 1 and 3 ns, providing one of the most consistent latency measurements across all packet sizes at full line rate that we have observed. Low and consistent latency is a fundamental requirement for IP storage, and the Arista 7500E clearly demonstrated its ability to provide InfiniBand-type latency for Ethernet transport of IP storage.
For the 240 40GbE L3 unicast traffic store-and-forward latency test at 50% of line rate, the Arista 7500E was observed to produce average latency ranging from a low of 3.5 microseconds (3489.16 ns) to a high of 4.3 microseconds (4392.50 ns) across 64 to 9216 byte size packets.

For the 240 40GbE L3 unicast at 100% of line rate traffic store-and-forward latency test, the Arista 7500E was observed to produce average latency ranging from a low of 3.6 microseconds (3591.24 ns) at 64 byte size packets to a high of 7.3 microseconds (7282.57 ns) at 9216 byte size packets. The average delay variation ranged from 1 to 3.5 ns. Just as in the L2 latency test, the 7500E tested in the 240 40GbE configuration demonstrated lower and more consistent latency than the 288 40GbE configuration and still one of the lowest latency results for a spine switch that we have observed in these Lippis/Ixia test. Its average delay variation ranged between 1 and 3.5 ns, providing one of the most consistent latency measurements across all packet sizes at full line rate that we have observed.
At 50% of line rate traffic, the Arista 7500E demonstrated a 100% throughput as a percentage of line rate for all packet sizes. At 100% of line rate traffic, the Arista 7500E demonstrated a range of 83% to 92% throughput as a percentage of line rate for packet sizes of 64 to 256 bytes, and 100% throughput as a percentage of line rate or full wirespeed across all 288 40GbE ports for packet sizes of 384 to 9216 bytes. The 7500E delivers wirespeed performance for all 288 ports of 40GbE with an average packet size of 384 bytes, which closely matches the demands of the highest performance real-world networks.
Configured in the 240 40GbE-port density, the Arista 7500E demonstrated 100% throughput as a percentage of line rate or full wire-speed for all packet sizes from 64 to 9216 bytes. In other words, no packets were dropped while the Arista 7500E was presented with enough traffic to populate its highly dense 240 40GbE ports at line rate.

Note that this RFC 2544 throughput test was conducted with 240 40GbE ports or that 30 ports of 40GbE per line card were connected to Ixia test gear. This verifies that the 7500E operates at line rate for all packet sizes when 30 of 36 40GbE ports on each line card are utilized. Each DCS-7500E-36Q-LC 40GbE line card is populated with six Broadcom Dune/ARAD or BCM88650 chips. When the DCS-7500E-36Q-LC line card modules is populated with 30 40GbE ports or five 40GbE ports per ARAD/BCM88650, we measured full line rate performance across all packet sizes. Otherwise, the DCS-7500E-36Q-LC is line rate above 384 bytes when measured using fixed frame size testing. Note that RFC2544 fixed frame size testing does not necessarily reflect real world traffic profiles hence why the Lippis Cloud Performance iMix test was created.
To understand how the Arista 7500E behaves during periods of congestion, we stressed the 7500E switch processing and buffer architecture’s congestion management subsystems. To achieve this goal, one group of four 40GbE ports was configured for congestion testing. A single 40GbE port was flooded at 150% of line rate while Ixia test gear monitored the other three ports. The Arista 7500E demonstrated a range of 77.8% to 83% of aggregated forwarding rate as percentage of line rate during congestion conditions for both L2 and L3 traffic flows. These were the best congestion management numbers we have observed during the Lippis/Ixia test for spine switches, thanks to Arista’s adjustable Virtual Output Queuing buffer algorithm plus its generous packet buffers of 18 GB of line card and 144 GB for a fully loaded chassis. There was no Head of Line Blocking (HOLB) observed, which means that as a 40GbE port on the Arista 7500E became congested, it did not impact the performance of other switch ports.

Note that nearly all Arista 7500E congestion results show backpressure detection when, in fact, this is a phantom reading. Ixia and other test equipment calculate back pressure per RFC 2889 paragraph 5.5.5.2., which states that if the total number of received frames on the congestion port surpasses the number of transmitted frames at MOL (Maximum Offered Load) rate then back pressure is present. Thanks to the Arista 7500E large packet buffer memory, it can overload ports with more packets than the MOL; therefore, the Ixia or any test equipment “calculates/sees” back pressure, but in reality, this is an anomaly of the RFC testing method and not the Arista 7500E or Ixia test gear.

No control/pause frames were detected and observed by Ixia test gear while testing the Arista 7500E, which is the norm in spine switches.
Two types of IP multicast tests were run. They are the accumulated and distributed modes. Accumulated mode runs RFC 3918 as one multicast group where one source transmits to multiple destinations, while in the distributed mode, a single source is distributed evenly to the number of destination ports within a multicast group. The Arista 7500E demonstrated 0.348% aggregated throughput for IP multicast traffic in distributed mode with store-and-forward latencies ranging from a low of 3 microseconds (3002.2 ns) at 64 byte size packets to a high of 3.5 microseconds (3547.13 ns) at 9216 byte size packets. Note that during the “distributed” mode multicast test, 287 groups joined a single, unique multicast group, so that each receive port was only receiving 1/287th, or .348% of the traffic was expected and observed.

In the accumulated IP multicast mode, the Arista 7500E demonstrated nearly 100% of aggregated throughput for IP multicast traffic with store-and-forward latencies, ranging from a low of 3.9 microseconds (3915.81 ns) at 2176 byte size packets to a high of 4.2 microseconds (4184.02 ns) at 9216 byte size packets. As the linecard is wire-speed at 384 bytes and above for all 36x40G ports packet loss of 16.16% and 8.03% was expected and observed at 64 and 256 byte size packets, respectively, during the accumulated IP multicast test.
The Lippis defined CloudPerf test iMix was employed to generate traffic and measure latency plus throughput between ingress and egress. The Lippis defined CloudPerf test iMix consisted of east-to-west database, iSCSI and Microsoft Exchange traffic plus north-to-south HTTP and YouTube traffic. To understand Arista’s 7500E performance under load, we ran six iterations of the Lippis defined CloudPerf test at traffic loads of 50%, 60%, 70%, 80%, 90% and 100%, measuring latency and throughput. All 288 40GbE ports were connected to Ixia test gear where IxNetwork’s CloudPerf Quick Test iMix traffic was populated via 48 40GbE “north” and “south” ports plus 96 40GbE “east” and “west” ports. Therefore, 192 40GbE ports carried east/west flows while 96 40GbE ports carried north/south flows.

Average latency varied across protocol/traffic type as would be expected. Average latency within protocol/traffic type was stubbornly consistent as aggregate traffic load was increased, except for the 100% load iteration. At 100% load, some protocols experienced between approximately 35% more latency than at 90% load. Microsoft Exchange, iSCSI and database traffic were the traffic types with near consistent and low latency as load increased. HTTP and YouTube traffic experienced longer time to process, yet between 50% to 90% load were surprisingly consistent. The difference in latency measurements between 50% and 100% of load across protocols was 3.7 microseconds, 3.4 microseconds, 1.9 microseconds, 1.5 microseconds and 1.7 microseconds, respectively, for HTTP, YouTube, iSCSI, Database and Microsoft Exchange.

The 7500E performed flawlessly over the six Lippis defined CloudPerf test iterations. Not a single packet was dropped as the mix of east-west and north-south traffic increased in load from 50% to 100% of link capacity.
With the Arista 7500E connected to Ixia test gear and populated with 288 40GbE ports, the engineering team completed the standard Lippis/Ixia iMix tests. This test consisted of distributing traffic load and measuring power consumption at 0, 30 and 100% of line rate. With power levels in hand, engineers then calculated the power consumption of the Arista 7500E on a 10GbE and 40GbE per port basis. To compare different electronic equipment, we then calculated the Arista 7500E’s TEER (Telecommunications Energy Efficiency Ratio) value. TEER is a measure of network-element efficiency quantifying a network component’s ratio of “work performed” to energy consumed. Note that a larger TEER value is better as it represents more work done at less energy consumption.

We found that the Arista 7500E is one of the most power-efficient modular data center switches in the industry with a power draw per 10GbE port of only 4.33 Watts and 17.30 Watts per 40GbE port, inclusive of optics and live traffic. The three-year cost to power the Arista 7500E is estimated at $18,217.95 when fully populated with 1,152 10GbE ports; annualized, the 7500E is estimated to cost some $6,072.65 to power. The Arista 7500E’s TEER value is 219. Previous data center modular switch TEER values ranged from a high of 246 to a low of 44, making the Arista 7500E one of the most power-efficient modular switches on the market.

The power consumption test demonstrated that the Arista 7500E achieves low power consumption due to efficient design that incorporates a compact system with front-to-rear airflow and an N+1 redundant fabric with efficient cooling fans that delivers a combination of low power draw, high density and support for triple speed 10/40/100GbE. The Arista engineers lead the industry in designing systems with deep buffers and a VOQ architecture that does not compromise power efficiency while delivering performance and redundancy.

<table>
<thead>
<tr>
<th>Arista 7500E Power Consumption Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>WattsATIS/10GbE port</td>
</tr>
<tr>
<td>3-Year Cost/WattsATIS/10GbE</td>
</tr>
<tr>
<td>1-Year Cost per 10GbE</td>
</tr>
<tr>
<td>Total power cost/3-Year</td>
</tr>
<tr>
<td>3 yr energy cost as a % of list price</td>
</tr>
<tr>
<td>TEER Value</td>
</tr>
<tr>
<td>Estimated Annual power cost</td>
</tr>
<tr>
<td>Cooling</td>
</tr>
</tbody>
</table>
Additional Tests

The above tests are the standard Lippis Test conducted with Ixia since 2010. To verify Arista’s claims that the 7500E provides adjustable VOQ buffer allocation, high performance 100GbE and 64-way ECMP evenly distributed hashing, we conducted and report on the following tests.

Adjustable VOQ Buffer Depth Test:
To verify that VOQ buffer allocation is adjustable, two test cases were created: a small and large buffer test. In both small and large buffer tests, the configuration was the same; that is, a port pair (port 1 and 2) was supplied with unidirectional line rate or wirespeed traffic flow. Simultaneously, all ports (286) except port 2 transmitted a burst of traffic to port 1; that is, many ports transmitted to port 1. There were two events per test. Event 1 was the simultaneous transmitting of traffic from port 2-to-port 1 and many-to-port 1. Event 2 was the halting of unidirectional traffic between port 2 and port 1 and measurement of traffic flowing out of port 1, which should be equivalent to the many-to-port 1 aggregated traffic. The small buffer test used the 1518 byte size packet to transmit 34MB of load from all ports, except port 2 to port 1, or the many-to-port 1 load. The large buffer test used the 2000 byte size packet to transmit 373MB of load from all ports, except port 2 to port 1, or the many-to-port 1 load.

The goal of these two tests was to verify that Arista’s 7500E VOQ buffers are adjustable and thus absorb traffic above wirespeed of 33MB and 373MB per port, respectively, without loss.
We observed zero packet loss and expected average latency per port in the many-to-port 1 event 2 scenarios. Thus the Arista 7500’s VOQ did adjust its buffer allocations that are resident within line cards and addresses misconceptions about “buffer bloat” that has been discussed in the industry.

**64-Way ECMP Test:** To verify that Arista 7500E’s configured in a large 64-way two-tier network design evenly distributes traffic across spine switches, we configured a 7500E with 64 40GbE ports and tested its hashing algorithm. This was a simple test where we measured packet distribution across all 64 ECMP links. The configuration consisting of 20,000 routes was injected as 64-way ECMP through interfaces 65 to 128. Traffic from ports 1 through 64 was sent to the 20,000 routes at 50% of line rate. The graphic displays a near ideal distribution of traffic across all 64 ECMP links.

**A Word about High Availability**

The 64-way ECMP configuration is an excellent example of high reliability. High reliability is achieved through multiple design decisions. For a single switch, high reliability can be achieved with a low number of components—that’s chips, fans, etc. Software reliability is the largest contributor to system failure and long mean time between failures (MTBF). Arista approached its EOS software architecture differently than most with a compartmentalization approach so that one application or network service does not bring down the entire operating system. Then there is network design; that is, how much redundancy is built between servers and leaf switches and between leaf and spine switches? It’s the combination of all three designs that deliver high availability.
7500E Line Card Design and MTBF

High availability can be modeled and simulated to estimate the MTBF of the hardware, software and network system. But these estimates seldom match up with actuals.

The 7500E offers four line card choices:

- 36x40G, wirespeed QSFP ports and 18GB packet memory (wirespeed on all ports above 384 bytes average packet size)
- 12x100G, wirespeed, with integrated optics and 18GB packet memory. Can be configured as 144x10G, or 36x40G, or 12x100G via user configuration or mix-and-match
- 48xSFP+ and 2x100G uplinks with built in optics and 9GB packet memory
- 48xSFP+ and 9GB packet memory

The 36x40G line card is the most complex of these and has six packet processors. These packet processors have network ports wired through the QSFP connectors on the front and fabric interfaces going through the back. 3GB of packet memory sits next to each packet processor. These line cards are designed using high-speed signaling, with very high-quality, high-layer count PCB (Printed Circuit Board).

While there are several components on the board, most of these are “decoupling” capacitors, and there are so many that a few capacitors, or resistors, failing over the life of the product have no impact to functionality or performance. The reliability of the product is tied to the most critical components on the board, and these products have high-calculated MTBF based on the latest Telcordia standards (high MTBF is good).

The Arista 7500E has been in production since June 2013, and based upon company data, its observed MTBF in the field is in the 250,000- to 290,000-hour range for the 36x40G line cards and even higher for the other models. Hence network operations teams can be confident with the design and reliability of the product.
100GbE Line Card Performance Test:
To verify line rate throughput performance of the DCS-7500E-12CM-LC line card with embedded optics, RFC 2544 latency and throughput tests were conducted. The DCS-7500E-12CM-LC line card was configured with two 10GbE and two 100GbE ports connected to Ixia test gear to stress the 100GbE capabilities of the 7500E.

In the 100/10GbE test configuration, the 7500E produced average latency that ranged from a low of 3.3 microseconds (3277 ns) to a high of 4.4 microseconds (4364.5 ns) for L2 traffic forwarding across 64 and 9216 byte size packets measured in store-and-forward mode at 100GbE at 100% line rate. The 10GbE ports demonstrated average latency that ranged from a low of 1.7 microseconds (1669.5 ns) to a high of 3.1 microseconds (3067.5 ns) for L2 traffic forwarding across 64 and 9216 byte size packets measured in store-and-forward mode. Note the latency measurements for L2 and L3 forwarding was, for all practical purposes, identical across the 10GbE and 100GbE test data. Also note that throughput was 100% for both 100GbE and 10GbE across all packet sizes.

For L3 forwarding, the 100GbE test produced average latency that ranged from a low of 3.3 microseconds (3270.5 ns) to a high of 4.4 microseconds (4358 ns) across 64 and 9216 byte size packets measured in store-and-forward mode. The 10GbE ports demonstrated average latency that ranged from a low of 1.7 microseconds (1669 ns) to a high of 3.1 microseconds (3067.5 ns) across 64 and 9216 byte size packets measured in store-and-forward mode.
Discussion

The Arista 7500E is the only spine switch that offers both L2 and L3 forwarding at 288 40GbE scale and at ultra low latency. It’s also the only modular switch we have tested that offers 10/40 and 100GbE line card options. It offers the best congestion management system measured to date, thanks to its generous buffer allocation and VOQ buffer algorithm. Also impressive is that the 7500E’s buffers can be adjusted with a single command. At 4.33 Watts per 10GbE, it is one of the most power efficient modular switches available.

The Arista 7500E was designed to solve two massively disruptive IT trends: cloud and mobile computing. Distributing computing tools or the ability for a small number of operational personnel to manage hundreds to thousands of servers is one of the major drivers of cloud computing economics being leveraged by cloud providers and enterprise IT. In fact, the number of servers per rack has grown from 40 in 2010 to 80 in 2013—a trend that will only continue along with the increased number of servers being connected into the cloud network at 10GbE. Along with server density increasing, application access via mobile devices is driving massive east-west and north-south data/traffic flows, thanks to content being distributed across many servers. From a networking perspective, all this adds up to increasing number of 10GbE server connections via leaf or Top-of-Rack (ToR) switches and subsequent 40GbE connections between leaf and spine switches to provide high performance and low latency “Brownian motion” traffic flows. These high density and performance plus low latency demands are signaling the need for a new generation of 10/40/100GbE modular switching in private and public cloud infrastructure plus high-end data centers.

The Arista 7500E was engineered for these trends, and it demonstrated its engineering achievements at this Lippis/Ixia test. The 7500E delivered one of the lowest latencies observed for modular switching over the past three years at the Lippis/Ixia industry test and at the top of the range of 40GbE port densities we have tested. The 7500E is only one of two modular switches tested for performance while processing 288 ports of 40GbE or 11.5 Tbps of wirespeed traffic.

For IP multicast traffic forwarding in the distributed mode, the Arista 7500E demonstrated ~0.35% aggregated throughput with no packet loss plus store-and-forward latencies ranging from a low of 3 microseconds (3002.3 ns) at 64 byte size packets to a high of 3.5 microseconds (3547.1 ns) at 9216 byte size packets. The Arista 7500E’s congestion management was unparalleled at 77% to 82% of aggregated forwarding rate as percentage of line rate during congestion conditions for L2 and L3 traffic flows. Considering the density of 40GbE ports supported and sheer magnitude of the traffic flowing into the 7500E, the engineers achieved congestion management at a scale never before observed.

Based upon these tests, the Arista 7500E can enhance the performance of various data center applications. In a big data network architecture scenario, the 64-way ECMP configuration offers a two-tier network architecture that can scale to tens of thousands of servers. This same two-tier cloud network architecture with latency between 1.6 and 4 microseconds that’s consistent to within a few nanoseconds is well engineered to support IP storage. Arista has announced a wide variety of interoperable storage partners and architectures with solutions from Isilon, Nutanix, NetApp, EMC, Panasas, SolidFire, DAS, NAS, iSCSI, Lustre, etc., that should find the 7500E well suited to support their IP storage reliably and at speed.

The Arista 7500E was designed to enable a Universal Cloud Network that’s software provisioned and supports any application, anywhere in the network. The 7500E boasts advanced traffic control and monitoring with high density and scalable network resources. It’s built for highly virtualized environments—thanks to its integrated wirespeed network virtualization support—is power efficient with rich software resources and engineered with deep buffers to mitigate congestion and increase reliability.

The Arista 7500E became generally available in quarter 2 of 2013. With pricing of 10GbE at $550 per port, 40GbE at $2,000 per port and 100GbE at $8,500 per port, including optics, the 7500E sets the new standard for high-density modular switch performance and economics. For L2 and L3 forwarding, 40GbE aggregation, hyperscale and spine switch use cases, the Arista 7500E proved during these Lippis/Ixia tests that it’s well engineered for these environments.
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